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Abstract

In this era of ChatGPT text generation is one of the booming and important
prospects of machine learning and artificial intelligence. In the twenty-first
century, text generation can be helpful to assist us from talking to chatbots
to writing long and boring essays. Every piece of generated text deals with
some useful techniques and also falls under the umbrella of Natural Language
Generation.

Text generation now can entertain us from various different angles, thanks
to the advanced digital lifestyle. Our work-related emails, letters, resumes
everything can be handled with such a system. Even writing documentation,
and instructions can be boring enough to get replaced with these high efficient
systems. On the other hand, we often converse with chatbots on various
platforms starting from e-commerce to even technical platforms.

Hence, studying and working on text generation can revolutionise our
lives. This study, therefore, focuses on text generation as a part of natural
language generation. The study goes through the background and different
prospects of natural language generation and talks about a few cutting-edge
research applications.
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Chapter 1

Introduction

1.1 Objective of Study
The objective of this study includes knowing various aspects of Natural
Language Generation, why it is important and its systems. Then we go
on to understand how an NLG system is built and what are the necessary
conditions and objectives to take care of during this process. Furthermore,
we dive into various tasks or use cases where NLG can be useful.
In the next phase, we learn about Script generation which is one of the
most crucial cutting-edge research of the modern NLP world. Works of
CFILT lab in this field and works from other researchers. Then we move
on to Data-to-text generation and study its prospects and CFILT lab works.

1.2 Natural Language Generation
Natural Language Generation is a domain of Machine learning which is
situated at the meeting point of Computer science, Linguistics and Proba-
bility. NLP contains NLU, i.e. Natural Language Understanding and NLG,
i.e., Natural Language Generation.

NLP

NLU NLG
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Natural Language Generation is the field of Natural Language Processing
which deals with the generation of new texts. Studying or processing texts
is different from generating them. Because generation must include cre-
ativity, coherence, consistency and other factors. Hence, the objective of
generation should be dealt with with special importance.
Generation can be for many different use cases which we will discuss in
Chapter 2. However, we need to understand why NLG has to be computed
differently from regular objectives. Typical NLG problem statements can
be like producing a summary from a paragraph which we all did in our
schools as summary writing. Also, in generating dialogues, i.e. given a sen-
tence from a conversation, the objective is to generate a response. These
tasks are different from regular NLP tasks, for example, sentiment analysis.
In sentiment analysis, given a text, we have to determine what is the senti-
ment of the text, i.e. positive, negative or may be neutral. But, in genera-
tion tasks, not only understanding the input is sufficient, we have to train
the model to identify what could be the response.
The modern NLP era is revolving around NLG only. Most of the cutting-
edge research is from this domain. A very obvious example we can see in
front of us is ChatGPT. There are many other objectives of NLG which we
will also discuss later in this study.

1.3 Motivation
Natural Language Generation is one of the most impactful domains of Ma-
chine learning and Artificial Intelligence in the twenty-first century. The
advent of ChatGPT has already shown the world what NLP systems can
accomplish and how useful they can be in human assistance. Hence, learn-
ing about NLG can help us develop efficient and important systems for
society. NLG can apply to many other prospects also. Some of them are
elaborated on in the upcoming chapters.
Movie script generation is one such prospect which is a task which is time-
consuming, dull and also can be automatable. It brings in a high economic
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importance and resource constraints. Also, data-to-text generation is talked
about in this study. In this data-driven world, spoon-feeding a complex
piece of information to humans can give a lot of importance to such a sys-
tem and bring high potential interest. So, being a cutting-edge research
field, this should be studied with significant importance.

1.4 Road Map
In Chapter 2 background of Natural Language Generation is described. We
see various objectives of NLG, building NLG systems and so on. Further in
Chapter 3, we study Script Generation, what is the problem statement and
what are the research works in this field. Similarly, in Chapter 4, we talk
about Data-to-text generation and in Chapter 5, we conclude the study.
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Chapter 2

Background of Natural
Language Generation

2.1 Applications
Computer systems often generate or represent data which is vastly different
from the human-comprehensible structure. Such as schedule databases of
airlines or railway trains and busses, spreadsheet details of different accounts,
query-key-value-based representation of medical reports and so on. These
different forms of data are often important and necessary for a reader to
comprehend quickly and understand the necessary information. However,
most modern-day systems lack in this regard. A Natural language generation
system comes into the picture here. NLG can help in generating a human-
understandable piece of text which contains rich information and can be
understood by a reader quickly.

Also, natural language generation can generate a whole story out of a
given set of keywords or phrases, which is relevant in today’s world. There
are numerous different genres which can make good use of creative, coherent
stories for different purposes. Summarizing a larger text into a small concise
form can be helpful for readers in some cases too. Also, dialogues are of
prime importance now as conversational AI is booming its territories into
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real-world applications1.
Natural language generation ideas can be useful to represent medical in-

formation in a more readable way [Buchanan et al., 1995][Cawsey et al., 1995],
answer specific questions from a previously given object-base [Reiter et al., 1995],
describe weather forecast reports [Goldberg et al., 1994] or even some form
of statistical data into easily comprehensible way [Iordanskaja et al., 1992].
NLG can also help in summarisation [McKeown, 1985], writing job descrip-
tions for firms [Caldwell and Korelsky, 1994], or even documentation for dif-
ferent programs [Paris et al., 1995].

2.2 Building a Natural Language Generation
System

Building a Natural language generation takes several different parts to be
incorporated into a single pipelined system. It usually starts with building a
corpus to develop a system on 2. The initial corpus should contain human-
generated text for the model to better understand those patterns. The corpus
must be annotated to determine the target output and input. Thus, it can
be passed through all the different steps of the NLG system.

The system can be divided into multiple sub-tasks, however, this dif-
ferentiation is not always clear depending on the objective of the systems.
According to [Reiter and Dale, 1997] we can arguably divide the system into
these six sub-tasks.

2.2.1 Content Determination

Content Determination deals with planning what information should be con-
veyed next. Typically the input information can be structured as entity,
relation, entity format. These structured data are transferred into textual

1Conversational AI is a particular task-oriented model that can simulate human
dialogues.

2A corpus is a collection text for a specific task on which the machine learning
model has to be trained.
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sentences by the system. Reiter et al. mentioned an example of representing
information as data objects.

relation: IDENTITY
args[argument1: NEXT-TRAIN

argument2: RAJDHANI EXPRESS
]
Generated Sentence: The next train is Rajdhani Express.

There can be other different ways to represent a content structure, how-
ever, converting them into text sentences needs sound determination of the
information to be represented.

2.2.2 Discourse Planning

Discourse Planning deals with the structural ordering of the information to
be conveyed in the sentence. Through content determination we can identify
the information, however, any random collection of those information can not
be represented as a sentence. The order of information can vary the meaning
largely.

relation: Departure
args[departing-entity: Rajdhani Express

location: Mumbai
departure-time: 1800

]

relation: Number-of-trains
args[source: Mumbai

destination: Delhi
number: 5

]

6



The above example is influenced by the paper [Reiter and Dale, 1997]
where the author mentioned the importance of discourse structure. The
three relations shown above can be structured in different ways. However,
the right way to order them is as follows.

Root

Number-of-trains Next-train

Identity Departure

The generated sentence can be written as

There are 5 trains between Mumbai and Delhi, of which
the next train is Rajdhani Express, leaving at 1800.

However, we can see some other combinations such as,

Root

Identity Next-train

Number-of-trains Departure

wouldn’t have been that good to express the information appropriately.

2.2.3 Sentence Aggregation

Sentence Aggregation is the next stage of building a system. When sepa-
rate contents are decided and the ordering has been done through discourse
planning, it passes through the aggregation stage. For example, we can con-
sider the previous information. There can be two separate messages such as
Identity and Departure which can be expressed together.

Through discourse planning, once we have decided the order, we may
aggregate the two sentences and one sentence has to be generated. The next

7



train is Rajdhani Express, which leaves at 1800. is the aggregated
sentence here.

Although aggregation may not be necessary in all cases, however many of
often the semantic and pragmatic meaning is well expressed in a combined
sentence than in some disjoint informative sentences. This can be argued
over different languages and their unique patterns, but since we are taking
English as the language of use here, it is well suggested.

2.2.4 Lexicalization

Lexicalization is the task of choosing the right word at a specific instance
to express the meanings correctly. A particular meaning can be represented
with different words, for example, we can consider a sentence The train will
reach the destination soon or The train will arrive at the destination soon.
Both have similar meanings however the words reach and arrive are different.

Lexicalization emphasizes the choice of words which is of great importance
in generating a coherent piece of text.

2.2.5 Referring Expression Generation

Referring to expression generation deals with choosing the right word to refer
to a definite entity. For example, the train Rajdhani Express can be referred
to as the Rajdhani Express, which points to the same train.

Referring to expression generation may look similar to lexicalization, how-
ever, there is a subtle difference. Lexicalization primarily deals with choosing
words to express a sentiment. On the other hand, referring to expression gen-
eration only deals with words to refer to an entity.

2.2.6 Linguistic Realisation

The linguistic realisation is similar to the surface realisation of text genera-
tion. The initial parts such as content determination and discourse planning
decide the information to be conveyed and structure it. Then sentence ag-
gregation helps in putting the information together into a sentential form.
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Lexicalization and Surface Realisation determine the pronouns and the right
words for the meaning.

At last, linguistic realisation adds the rules of language grammar to make
a complete sentence. We can consider the example There are 5 trains between
Mumbai and Delhi, of which the next train is Rajdhani Express, leaving at
1800. Here the words of, at, is are added by linguistic realisation. These
words can be prepositions of some verbs which are denoted by the rules of
grammar.

2.3 Different Tasks in NLG
Natural Language Generation is a growing field with vast different applica-
tions to real-world scenarios. NLG encompasses many problem statements
which generate text as a bottom line. We are indeed going to talk about
them. However, there are a few things to note before jumping right into the
domains.

Although these separate tasks exist, there is no clear boundary to dis-
tinguish one from another. A problem statement may encompass different
objectives of NLG simultaneously also.

The tasks can be classified as given in figure 2.1. The concepts of this
classification have been taken from the paper [Dong et al., 2022]. However,
there are correlations between these tasks. Such as summarization can be
incorporated into distractor generation or text expansion can be used in
dialogue generation and so on. Hence, we cannot clearly distinguish them
from each other.
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Figure 2.1: Different Tasks under Natural Language Generation

2.3.1 Data-to-text Generation

Data-to-text Generation is one of the most profound problems of natural
language generation. Data is found in abundance in today’s world. Starting
from summary or cars passing through a section of road to cosmic microwaves
found in the universe, everything is measured and noted as a form of data.
Data is also highly efficient to measure scientific theories or even finding
patterns in natural event occurrences. Since the advent of the data-driven
world, the efficiency of scientific systems has increased to quite a few extents.

However, till now we haven’t seen a correlation between having a data-
driven world with natural language generation. Well, as it seems, with access
to an increased volume of data we also intend to understand them. Data
shouldn’t only be understood and used in productivity by professionals. So,
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there comes a need to represent data in an easily understandable form or
natural human language.

We may have data in the format of table, or in the form of RDFs 3 or
even in the form of graphs or images. The objective is to convert them into
natural language.

The usefulness of Data-to-text generation can be seen in many modern-
day scenarios. Understanding weather forecast graphs, medical reports, any
form of engineered statistical data, medical images, star chart observation
data and many more can be made simpler with natural language generation.

2.3.2 Text Abbreviation

The primary goal of text abbreviation is to filter out key information from a
text and represent it in a precise form. There can be many different objectives
of this task, based on which the field is classified into three different tasks.

Text-Abbreviation

Text Summarization Question Generation Distractor Generation

On the other hand, based on the method of text abbreviation, it can be
classified into two separate ways.

Text-Abbreviation

Extractive Abstractive

Text Summarization

To understand the difference between extractive and abstractive, let us con-
sider the example of text summarization. Summarization is a simple enough

3RDF is Resource Description Framework. Elaborated in Chapter 5.
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task as the name suggests. Given a piece of text and the degree of summa-
rization, the objective is to generate a concise text which depicts the meaning
and information of the given text.

Here, extractive text summarization refers to the idea of picking out sen-
tences from the input text which are rich in information and inevitable to
express the meaning. The number of sentences picked depends heavily on
the degree of summarization or compression ratio.

On the other hand, Abstractive text summarization deals with under-
standing the complete information and meaning of the text and expressing it
with new sentences and sets of words in a more concise way. Abstractive text
summarization requires high computation. With the advancement in com-
putational power and deep learning frameworks, abstractive summarization
nowadays generates a finer output of the task.

There are many datasets available to perform a text summarization task.
CNN/DailyMail [Hermann et al., 2015], New York Times articles [Paulus et al., 2017],
Gigaword [Rush et al., 2015] are some of the popular ones. BART [Lewis et al., 2020],
MASS [Song et al., 2019], PEGASUS [Zhang et al., 2020] models are exten-
sively used in summarization.

Question Generation

Question generation deals with forming questions from a given paragraph.
The questions can be information based or subjective, depending on the
training objective. This task has a humongous use case in today’s growing
educational prospects. SQuAD [Rajpurkar et al., 2016] and MS MARCO
[Bajaj et al., 2018] datasets are available to build a question generator model.

Distractor Generation

Distractors are useful in generating similar options to an answer or relative
piece of information. RACE[Lai et al., 2017] is a popular dataset for distrac-
tor generation.

12



2.3.3 Text Expansion

Text expansion is pretty much the opposite task of text summarization. In
text extraction, the objective is to elongate a text. Often text expansions
are useful to generate paragraphs that are easier to read, understand and
comprehend. Information-rich content can be elaborated with expansion.
Also, given a summary, we can generate an essay with text expansion.

Short text expansions deals with generating a paragraph from a short
paragraph. Mostly, it elaborates on the mentioned information. There are
datasets available such as Wikipedia [Tang et al., 2017] and Fiction Corpus
[Safovich and Azaria, 2020] to develop such a model.

Topic-to-essay Generation

Topic-to-essay generation is a task to generate essays from a given topic.
Stanford Sentiment Treenbank dataset [Socher et al., 2013] contains movie re-
views which is used for this task. There are also Customer Reviews [Hu and Liu, 2004]
and Beer Reviews [McAuley and Leskovec, 2013] datasets available. An ex-
ample of topic to essay generation is shown in figure 2.2 from the paper
[Feng et al., 2018].

Figure 2.2: Example of Topic to essay generation
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2.3.4 Text Rewriting and Reasoning

Text-to-style Transfer

Style transfer deals with changing the style of the text without disturbing the
primary content and information of the text. Paraphrasing uses style transfer
heavily. Yelp Reviews 4 and Amazon Food Reviews [McAuley and Leskovec, 2013]
are two datasets developed with customer reviews. These datasets are used
for this purpose.

Dialogue Generation

Dialogue generation is one of the most popular and crucial tasks in the mod-
ern world. From the very beginning of NLP and AI progress, chatbots have
started to come into our daily picture. Starting from customer assistant
chatbots on e-commerce platforms to ending with today’s chatgpt, dialogue
generation has always been a profound problem.

A sound dialogue generator system creates engaging, relevant conversa-
tional sentences which are also coherent and consistent. The conversation is
intended to follow the Gricean Maxim rules [Okanda et al., 2015]. Dialogues
are of two types as shown below.

Dialogues

Task Oriented Open-ended

Task-Oriented dialogues converse mostly to accomplish a goal. For ex-
ample, customer assistant bots talk about a particular objective, i.e. the
issue that the customer is facing. However, talking to the chatgpt of Google
assistant feels different. Even when there is no definite objective of the con-
versation it may continue. These conversations are regarded as Open-ended
dialogues.

There exists Daily Dialogue [Li et al., 2017] dataset with multi-turn dia-
logues 5. Also Persona Chat [Zhang et al., 2018] dataset can be used for the

4http://www.yelp.com.dataset/
5multi-turn dialogue is a conversation which contains multiple speakers.
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same. This dataset is a collection of personal small-talk conversations.

2.4 Tools Used in Building NLG Systems
Accomplishing a natural language generation task requires specific tools and
frameworks. Starting from recurrent neural networks, the world of deep
learning has progressed a lot to develop some high computational architec-
tures. These architectures have also been proven to be much more efficient
than previous techniques. Some of those ideas are discussed below.

2.4.1 Encoder-Decoder Architecture

Encoder-Decoder architecture is considered to be a significant improvement
over Recurrent Neural Networks as it can remember long contexts.

Encoder comprises a unit (LSTM or GRU in many cases) which takes
sequential inputs and goes through the whole text. The encoder is designed
to understand the meaning or read the whole input text and generate a
matrix containing the whole information. This matrix is then passed on to
the decoder.

The decoder then generates predicted words with the matrix input and
previous token as output. A visual representation of the encoder-decoder
framework is shown in 2.3.

15



Figure 2.3: The Encoder-Decoder Architecture

2.4.2 Transformer

The transformer is the protagonist of modern natural language processing.
From the revolutionary paper [Vaswani et al., 2017], the world of NLP found
the new age artificial intelligence. Transformers are based on an encoder-
decoder architecture with an attention mechanism.

In Transformer the encoder and decoders are designed with a multi-head
attention mechanism and feed-forward networks. The architecture is shown
in 2.4 which is taken from the paper [Vaswani et al., 2017].
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Figure 2.4: The Transformer Architecture

2.4.3 Pre-trained Models

Pre-training is a strategy to train a model on a given corpus beforehand.
The corpus chosen is usually a general purpose corpus which helps the model
to understand and learn basic rules and tactics of the language and also get
a brief idea about the specific task. There are many popular language models
which are pre-trained such as BART [Lewis et al., 2020], GPT [Brown et al., 2020]
and so on.

Now pre-trained models can be of two types.

17



Pre-trained-models

Non Contextual Contextual

Non-contextual pre-training can happen when the training data isn’t
context-dependent. Such as Word2vec [Mikolov et al., 2013] is trained to
define the word vector of any word. However, it doesn’t intend to find the
important or meaning of that word in a sentence.

On the other hand language models are contextual as they primarily focus
on Natural Language Understanding (NLU). These models understand the
given input text and can modify the output based on separate task objectives
(which is called fine-tuning).

2.4.4 Evaluation Metrics of NLG Systems

Like any other Artificial Intelligence field, NLG also requires precise evalu-
ation of the generated texts. However, new text generation may not always
be completely evaluated through some statistical parameters and numbers.
Hence, the importance of Qualitative evaluation or human evaluation is nec-
essary and can be seen in most of the state-of-the-art works.

Some of the popular metrics used are Bilingual Evaluation Understudy or
BLEU [Papineni et al., 2002]. BLEU calculates the co-occurrence frequencies
of n-grams between two sentences.

Another popular metric is Recall-Oriented Understudy for Gisting Eval-
uation or ROUGE [Lin, 2004]. ROUGE emphasizes the recall score between
generated and reference text. There are different kinds of this metric such
as, ROUGE-n measures the co-occurrence of n-gram, ROUGE-l measures the
longest common subsequence and so on.

On the other hand, the human evaluation focuses on grammatical cor-
rectness and creativity. The coherence6, faithfulness7, consistency8 and lex-
icalization9 can only be judged by a human.

6Coherence identifies if the generated text is logically valid
7Faithfulness judges if the generated text follows the input text
8Consistency refers to being faithful to previously generated text
9Lexicalization deals with identifying if right words have been chosen at right places
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Chapter 3

Script Generation

3.1 Problem Statement
Script Generation as a whole can incorporate various use cases. Such as
scripts for movies, plays, dramas and much more. However, due to the larger
audience, impact and resource involvement movie script generation can be a
useful problem statement from many perspectives.

Writing a movie script typically starts from generating a key idea, on
which the plot has to be developed. This idea may be represented with a set
of keywords or even a couple of sentences. The genre of the movie may also
be a feature of this set. Therefore a plot can be generated based on this set
of keywords and later the plot can be converted into scenes.

The example of 3.1 is taken from a dataset, collected by the CFILT Lab,
IIT Bombay. This shows a scene from the movie ”12 Monkeys” and the
specific format and rules to depict a scene soundly. The goal of this task is
to generate scripts for a movie, given a set of keywords.
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Figure 3.1: Example of a Movie Script from the movie ”12 Monkeys”.

The problem statement is divided into two subtasks. The first one is
Plot Generation and the second one is Scene Generation. The objective
of the plot generation task is to produce the plot or story of the movie
given the set of keywords. Then the plot goes through the second stage,
i.e., the scene generator. Here, the plot is converted into well annotated
and structured script for the movie. An end-to-end model to perform such
extensive and high computational work is ambitious to achieve. Hence, this
staged generation works much better. The architecture is better shown in
figure 3.2.
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Figure 3.2: Stages of Movie Script Generation

3.2 Motivation
Movies are one of the greatest sources of entertainment all around the world.
The movie industry is also of high economic valuation with some movies
earning over a billion USD. Good movies also leave a long-lasting impact on
society. A movie script typically is 30,000 words long which can be related
to a 100 pages book. Much of the long script is taken by headings, character
names, transitions and other annotations. So, writing these scripts can be
dull, monotonous, energy and time-consuming.

With the advent of transformers and high-computing machines, story
generation through Natural language generation has become an achievable
task. Besides, sound scripts are of great importance to make a good movie.
So, a deep learning system generating scripts for movies can save a lot of
human and financial resources.

3.3 Related Works
Movie script generation is relatively new to natural language generation re-
search. So, there are not many works on this. However, automatic story
generation and plot generation works can be found. Numerous models are
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there which can generate stories on provided conditions.
Plan-driven story generation has been worked on since early 2000. The

objective of this problem statement is to generate a story given a plan. Some
models also incorporate the possibility of other conditions [PÉrez and Sharples, 2001,
Riedl and Young, 2010, Fan et al., 2019].

Although story generation and plot generation are not defined as the
same objective, they can be modified to perform similar tasks. There has
been notable progress in the story generation field. However, specifically
for movie plot writing is yet to be explored. [Rashkin et al., 2020] paper
generated stories from a given set of outline phrases. Many other story-
generation works are there which can be used for similar purposes.

On the other hand, the scene generation task is not at all explored. There
are works on dialogue generation such as [Li et al., 2016] and [Huang et al., ].
However, dialogue generation differs in many aspects from script generation.
There are notable differences between them. A script is not just a collection
of dialogues, it is properly annotated to avoid confusion between multiple
speakers. Also, the annotations make place for scene description, such as
location and time of the day. So collectively, these differences make the task
much more disparate. Among recent works, [Zhu et al., 2022] provides im-
pressive results on scene generation tasks. They performed scene generation
from a given narrative in a retrieval-based setting. The results outperform
baseline models. However, case studies show that still the models fail in a
lot of trivial cases. The authors suspect due to the retrieval-based setting,
the under-performance is caused.

3.4 Work at CFILT
The Computation for Indian Language Technology Lab (CFILT Lab) of IIT
Bombay has been working on many cutting-edge research problems for a long
time. Movie script generation is one such topic. CFILT Lab works include
developing a script generator model named Kurosawa which is comprised of
the mentioned two stages.
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Kurosawa is a GPT-3 based model with fine-tuning on script generation-
specific objectives. The work also includes creating a new dataset which is
the first of its kind. The contributions are elaborated on below.

3.4.1 Dataset Generation

IIT Bombay CFILT Lab has worked on creating a completely new dataset
for the said objective. For the plot generation task, plots from Wikipedia
and prompts 1 and genres from IMDb are collected for the movies. IMDb
has two kinds of prompts. A short description of around 15-40 words while
a long storyline of about 100-200 words.

The team has created a plot generation dataset of 1000 instances of Bol-
lywood and Hollywood movies. Each plot on average is around 700 words
long. The dataset helps in further fine-tuning any pre-trained model or even
training new models also.

Figure 3.3: Distribution of different genres in the dataset

Figure 3.3 shows the distribution of different genres that are collected in
the dataset. The scene generation data on the other hand comprises scripts

1A prompt for a movie is a line with the set of keywords to give an overview of the
plot.
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of particular short scenes. According to the collected data, a movie of around
2 hours in length contains nearly thirty thousand words in the script. The
team collected movie scripts from IMSDb and annotated them manually.

The plot annotations are defined on the 4-act structure 2. Corresponding
to the 4-act structure, at the end of each act a tag is placed to mark the
annotation. The four tags are <on>, <ta>, <tb>, <th>. For example, in
figure 3.4 the plot of the movie 16 December is shown which is also annotated
with the four tags.

Figure 3.4: Annotated plot of the movie 16 December

Scene annotations are done based on four different types of lines in a
scene. Namely, sluglines, action lines, dialogues and character names. Any

2A 4-act structure consists of four parts of the story. Act 1 is the introductory part
of the act. Act 2A is the part where the story builds as the protagonist goes through
the journey. Act 2B is where problems arise concerning the protagonist and in Act 3
the conclusion comes through the climax
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other form of information or metadata is removed from the data.

Sluglines <bsl>..<esl>
Action Lines <bal>..<eal>
Character Names <bcn>..<ecn>
Dialogue <bd>..<ed>

Table 3.1: Scene annotation and their tags

The annotations are marked with the mentioned tags of table 3.1. In
figure ?? a portion of a movie scene with four major annotations is shown.

Figure 3.5: Scene Annotation

3.4.2 Experiments

GPT-3 is a large language model, published by OpenAI in 2020 [Brown et al., 2020].
It is trained with around 175 billion parameters. The team fine-tuned the
GPT-3 models for plot and scene generation tasks. For plot generation, they
have trained multiple models with different objectives such as, with short or
long prompts or with or without genres. The details are given in table ??
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Original (O) Non-annotated plots with short storylines
Annotation and short input
(AS)

Annotated plots with short storylines

Annotation and long input
(AL)

Annotated plots with long storylines

Annotation and short input
with genres (ASG)

Annotated plots with short storyline and
genre

Annotation and long input
with genres (ALG)

Annotated plots with long storyline and
genre

Table 3.2: Different Objectives of Plot Generation Training

3.4.3 Results

The metrics used to measure the efficiency of the models are the BLEU score
and the ROUGE score. The scores are shown in table 3.3.

Models BLEU-2 Score ROUGE-L Score
O 12.95 22.67
AS 12.01 21.72
AL 13.08 24.02
ASG 12.51 23
ALG 14.52 24.88

Table 3.3: Result metric of GPT-3 fine-tuning on Plot Generation Task

The results of human evaluation suggest that the dataset must be skewed
as the model generates coherent text in some cases and misses in others. The
Bollywood dataset is skewed towards older movies, hence the outputs are of
old themes. Also, in some cases, the text saw hallucinations.

For scene generation the scores based on fluency, creativity, likability,
coherence and relevance are described as 4.48, 3.9, 3.48, 3.46 and 3.86. The
scores are all above average and also human evaluation supports the score.
The generated scenes are coherent and well-structured and adhere to the
input texts.

An example of the generated plot from the model is shown in figure ??.
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Figure 3.6: An example of plot generated by Kurosawa model

3.5 Other Works
As mentioned earlier, being one of the most crucial cutting-edge research,
this task is still under rapid progress. [Zhu et al., 2022] paper contributed
notably to the work of movie script generation. They have generated movie
scripts from a given narrative, hence their work is primarily about scene
generation only.

3.5.1 Dataset

The authors collected movie narratives from the GraphMovie platform where
narratives are written by movie watchers. They collected on average 367
reviews of each movie and filtered them. Each such description has on average
1-3 sentences to summarize the whole movie or a fragment of the movie.
The authors chose the top 100 IMDb movies for the dataset generation and
annotated the data through external agencies.
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The data contains nearly 16109 script sessions. A narrative has about 25
words and a session has 4.7 lines. These statistics are shown in figure 3.7.

Figure 3.7: Dataset statistics

3.5.2 Experiment

The authors developed an attention-based architecture named ScriptWriter-
CPre which performs the task. The authors designed the model keeping three
specific objectives in mind. The first idea of those is an updating mechanism.
The authors kept a continuous matrix to keep note of what has been said
already from the narrative and therefore what is to be said next. Next is
a supplementary loss, which is named Content Prediction Loss determines
which content to be conveyed in the next line. And a matching score is
generated from the retrieval-based 3 setting to determine cross-entropy loss.
The architecture is described in figure 3.7. The image has been produced by
the authors.

3Retrieval-based setting means here the model is not supposed to generate the next
line. Rather the model will be given a few options for the best possible next line and it
has to choose among them.
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Figure 3.8: The Architecture of ScriptWriter-CPre [[Zhu et al., 2022]]

3.5.3 Results

The results were better than the other baseline models. The authors mea-
sured recall at different positions among all the candidates. Rn@k refers to
recall at position k among n candidates. P refers to precision. Authors mea-
sured strict and weak precision which refers to precision at exactly the right
position and precision with the presence of the word.
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Figure 3.9: Results of ScriptWriter-CPre by [Zhu et al., 2022]

We can see in 3.9 the results for ScriptWriter-CPre is better than the
other models. The model achieved 2.6% improvement over other models. It
also generates coherent and consistent text throughout.

In human evaluation also the model is chosen to be better suited for this
task. ScriptWriter-CPre scored 3.5025 while MSN scored 3.3150 based on
human judgement, However, there are numerous cases where the model still
fails to guess the next line. One such example is shown in figure 3.10. The
model hallucinates and couldn’t cover the story at all here.

Figure 3.10: Case study of ScriptWriter-CPre [[Zhu et al., 2022]]
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3.6 Summary
Movie script generation is one of the cutting-edge research ideas of Natural
Language Generation. A lot of work is going on in this field right now which
includes IIT Bombay CFILT lab work too. The contribution to generating
a completely new and first-of-its-kind dataset will help in future work also.
Besides, the study also shows how different teams have progressed so far and
how the future work surrounds them.
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Chapter 4

Data to Text Generation

4.1 Problem Statement and Motivation
The twenty-first century is a data-driven century. Everything now constitutes
a huge amount of data. Most of the research across the globe is processed
by collecting and observing huge amounts of data. Also, the information
presented on the web constitutes a large amount of data. All of these data are
structured in a specific way. For example, we can think of Wikipedia infobox,
there is a certain pattern in it. The examples we discussed in Chapter 2,
like medical reports, and weather forecast graphs also contain important
structured data.

This data if presented in human understandable language, such as natural
text, will enhance the understanding the comprehension of everyone hugely.
That is the goal of the data-to-text generation task.

The data can be structured in the form of a tree or graphs, such as RDF
triples. An RDF is a triple consisting of subject, relation, object. For example,

<Dumdum Airport, servesCity, Kolkata>

is a triple which denotes information. However, it can be converted into the
following sentence.

Kolkata is served by the Dumdum Airport.
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Another such example is shown in figure 4.1, which is taken from the
paper [Zhao et al., 2020].

Figure 4.1: An example of textual sentence generated from an RDF

Another such data representation can be with tables. Medical reports,
Wikipedia infobox (figure 4.2 from [Liu et al., 2017]) and many other data
are stored in table-based format (figure 4.3 from [Zhao et al., 2023]). So,
converting a table into text turns out to be another significant problem state-
ment.
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Figure 4.2: Wikipedia Infobox Data

Figure 4.3: Table format data

4.2 Related Works
Data-to-text generation is one of the most growing fields of NLP. There
are researchers all over the world working on these topics. Some of signifi-
cant contributions in table-to-text generation are made by [Liu et al., 2017],
[Zhao et al., 2023] and [Li et al., 2023]. [Liu et al., 2017] used a sequence to
sequence the learner to understand the piece of information represented in
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the format of a table. They modified the transformer encoder and decoder
architectures to achieve the goal.

On the other hand, in RDF to text generation [Gao et al., 2020] and
[Zhao et al., 2020] has shown considerable progress. Although the metrics
are not absolutely human generation equivalent, however, the performance
is indeed applicable to systems. [Gao et al., 2020] used a GCN encoder and
Graph-based meta path encoder to encode the knowledge graph information
and thus a typical transformer decoder generates the sentence.

4.3 Datasets
There are many datasets available to perform these tasks. The WebNLG
Challenge dataset [Gardent et al., 2017] consists of two parts. The first is of
the 2017 challenge dataset and the second is of 2020. WebNLG 2017 dataset
only contains around 18102 training, 2268 validation and 2495 test instances.
DART [Nan et al., 2021] is another popular dataset to perform RDF-to-text
conversion tasks.

4.4 Work at CFILT
CFILT Lab of IIT Bombay is working on the problem of RDF-to-text con-
version on the WebNLG challenge dataset. The model developed by the
team consists of two stages. The stages are shown in figure 4.4. For the
stage 1 sequence-to-sequence learner T5 model is used and fine-tuned. T5
is a pre-trained transformer-based model. It is considered to be sound for
text-generation tasks.
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Figure 4.4: Two staged pipeline design

For the stage 2 concise text generator, prompting is to be used. Prompt-
ing on a language model or other pre-trained model often generates coherent
outputs. The objective here is to generate a sentence output for each triple
(which represents an edge in the graph) and then combine those sentences
together into one output text.
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Chapter 5

Summary, Conclusion and
Future Work

5.1 Summary
Throughout the study, we have discussed several different topics. Starting
from the Introduction we learnt about Natural Language Generation, why it
is important in modern scenarios and about the whole study.

Then we moved on to learn about the backgrounds of NLG. NLG is a vast
domain containing numerous objectives. First, we studied about prospects
of an NLG system, how such a system is built and what are the challenges.
Also, we talked about how NLG can be impactful in various modern applica-
tions and what exactly NLG accomplishes. We moved on to learn about the
different tasks under NLG. We discussed each task, and the datasets avail-
able for the same. Therefore, we discussed what are the tools of techniques
we use to solve these problems.

In Chapter 3, we studied everything about script generation, what is the
problem and how exactly it can be solved. How CFILT lab is working in
this domain and our contributions. Similarly, we also learnt the same about
data-to-text generation in Chapter 4.

The study helped us go through the details of works in this field and
comprehend them carefully. Also, we took an overview of the field at times,
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which sums up the entire objective and goal of the study.

5.2 Conclusion
CFILT lab is working extensively in script generation. However, there are
additional challenges to deal with. Hence, the performance of these models is
yet far away from the expected objective. Many of these works are yet to be
explored fully. Even from the historical perspective of scientific paradigms,
we have seen how long it takes to develop a sound theory or a highly efficient
system. But, these NLG problems are being dealt with for a couple of years
only, or hardly a decade. Hence, we need to understand that it takes time to
achieve perfection.

Creating new datasets which are unbiased, well-structured and sound
takes a lot of time and effort. So, these additional issues must also be kept
in mind while concluding these studies.

Although we have seen an overview of the Natural Language Generation,
it is never the full picture. NLG is one of the most highly active, growing and
dynamic fields of Machine Learning and whole Computer Science. Hence, an
overview is never a whole overview. In this era of ChatGPT, many of the
problem statements may seem to be naive in front of large language models,
but it is never so.

The world of science and technology has seen a lot of such groundbreaking
eras. Like the advent of calculators didn’t drastically reduce the importance
of mathematicians, like the invention of computers never reduced the work-
load for human beings, it is unlikely that large language models will reduce
the necessities of NLP research. Rather from a historical perspective, we
can assume that such newer problem statements have to generate from the
progress.
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5.3 Future Work
The future of the Natural Language Generation is bright and beautiful. The
tasks we discussed in this study are one of the most growing ones. Hence,
there is a long way to go indeed.

Script generation task yet to have a large-scale well structured and un-
biased dataset. Also, it has a lot more to develop to achieve real-world
implementable efficiency. So does apply to data-to-text generation. Besides,
as we learnt from the conclusion there can be bigger objectives and goals
beyond the scope of this study. So, solving them with NLG techniques does
fall under the prospects too.
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